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(Simplistic Definition) A Kernel is a function that takes as input feature vectors or discrete objects and returns the measure of their similarity in high dimensional space.
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  - Tree Kernels (Collins and Duffy 2002)
  - Sub-sequence String Kernels (Lodhi et al 2002)
  - Spectrum Kernels (Leslie et al 2002)
  - ...
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String Kernels (Lodhi et al 2002)

\[ K_n(s, t) = \sum_{u \in \sum^n} \langle \phi_u(s) \cdot \phi_u(t) \rangle \]

- \( K_n(s, t) \): Kernel Function
- \( s = D_1, t = D_2 \)
- \( \phi_u(.) \): Feature expansion function (or implicit mapping)
- \( u \): Subsequence of a string
- \( \sum \): Alphabet
- \( n \): Length of a subsequence
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\[
K_n(s, t) = \sum_{u \in \sum^n} \langle \phi_u(s) \cdot \phi_u(t) \rangle
\]

- 2
- \{aa, ab, ac, \ldots, zz\}
- [a-z]
- \{c-a, c-t, a-t\}
- \{c-a, c-t, c-c, c-r, c-e, a-c, \ldots\}
Continuing with the Example...

\[ K_n(s, t) = \sum_{u \in \sum^n} \langle \phi_u(s) \cdot \phi_u(t) \rangle \]
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- About 7 meetings, 2 papers/meeting: 14 papers
- Time: 12-1pm versus 1-2pm?
- How do we volunteer (During meetings, email, wiki)?